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Executive Summary 

5G-PICTUREôs Work Package 6 (WP6) focuses on the demonstration and evaluation of the main architectural 
functionalities and solutions developed in the technical WPs (WP2, WP3, WP4 and WP5). These 
demonstration activities will be carried out through a set of planned use cases that will take place in the project 
demo sites, namely NITOS in UTH, smart city 5GUK testbed in Bristol, Rail deployment in Barcelona and a 
Stadium in Bristol. 

In this context, deliverable D6.1 reports on the detailed specification and planning of the use cases and 
demonstrations that will take place in the course of the project. The specifications include description of the 
current infrastructure in the demo sites, the deployment of new developed 5G-PICTURE technologies, the 
definition of the test scenarios and a detailed timeplan for implementing the demos.  

Results stemming from the final 5G-PICTURE demonstrators will be reported in deliverables D6.2 and D6.3 
accordingly. 
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1 INTRODUCTION 

The 5G-PICTURE solution involves network Ᾰsoftwarizationᾷ, migrating from the conventional closed 
networking model to an open reference platform, supported through hardware (HW) programmability, where 
HW is configured directly by network functions, to provide the required performance. This will enable 
provisioning of any service by flexibly mixing-and-matching network, compute and storage resources without 
sacrificing performance and efficiency, as is the case in todayôs Network Function Virtualization (NFV)-based 
solutions. To validate these capabilities, 5G-PICTURE will validate and demonstrate converged fronthaul (FH) 
and backhaul (FH) services and end-user services in these different demonstration sites: 

¶ the NITOS testbed with programmable heterogeneous wireless technologies at UTH, Greece, 

¶ a smart city environment available in the 5GUK testbed in Bristol, UK, 

¶ a 5G railway experimental testbed showcasing seamless service provisioning and mobility 

management in high-speed moving environments, and 

¶ a stadium with ultra-high user density, supporting media services. 

5G-PICTURE Work Package (WP) 6 (WP6) is the responsible for the experimentation and demonstration 
activities of the project aiming to prove the feasibility of the 5G-PICTURE solutions. More specifically, WP6 
focuses on the demonstration and performance evaluation of the main architectural functionalities and features 
described in detail in the technical WPs.  

The approach for evaluating the proposed solution in WP6 is first to use the available lab testbeds in the project 
to validate individual solutions in isolated lab conditions, to then start the deployment gradually in the demo 
sites. The results from the lab tests and from initial-deployment demos will be reported in deliverable D6.2. 

In this context, this deliverable D6.1 reports on the definition and planning of the use cases to be demonstrated 
in the 4 available demonstration sites mentioned above. The use cases are specified in terms of new 
equipment to be deployed in the current infrastructures, test scenarios and services to be executed, and a 
detailed timeplan until the end of the project when the final demonstrations will take place. 

Organisation of the document 

This deliverable is structured in six main sections. Following the introduction section, Section 2 provides a 
high-level presentation of the NITOS testbed in UTH and describes the specific network topology and scenario 
set up for the dynamically orchestrated functional splits experiments and demos. Section 3 concentrates on 
the smart city related demos to take place in the 5GUK testbed in Bristol. First, the developed 5G-PICTURE 
technologies to be deployed are presented namely the millimetre wave (mmWave) nodes from IHP, the 
Massive MIMO Radio from Airrays. Then the scenarios are presented ranging from converged FH and BH 
related ones to the smart-city end-user services such as public safety and VR. Section 4 presents the 
deployment in phases and the use case scenarios to be executed in the rail environment in Barcelona. The 
exact network architecture and the deployment of technologies are specified in detail including mmWave, 
WDM-PON, as well as Open Packet Processor (OPP) and Software Defined Networking (SDN). A timeplan 
also with different phases is provided. Section 5 describes the Stadium demo to be showcased in Bristol. The 
planned network setup and deployment is the stadium is presented as well as the control plane components 
are described. The use case scenario including a crowdsource media application is presented and a detailed 
timeplan is also provided until the end of the project lifetime when the demo will be performed. Finally, Section 
6 provides a summary and the main conclusions of the deliverable. 
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2 Testbed Demonstrations and Experiments 

2.1 Current Infrastructure Description 

NITOS is an integrated facility with heterogeneous testbeds that focuses on supporting experimentation-based 
research in the area of wired and wireless networks. The NITOS facility is open to the research community 
24/7 and it is remotely accessible through the NITOS reservation tool. Parallel experimentation of different 
users is enabled, through the utilisation of the NITOS scheduler SW. The testbed is based on open-source 
SW that allows the design and implementation of new algorithms, enabling new functionalities on the existing 
HW. Users can perform their experiments by reserving slices (nodes, frequency spectrum) of the testbed 
through the NITOS scheduler for repeatable experimentation and evaluation of protocols and applications 
under real world settings. 

NITOS facility is comprises three wireless testbeds for experimentation with heterogeneous technologies. For 
the 5G-PICTURE experimentation, one of these testbeds is utilised, namely the indoor RF isolated testbed, 
consisting advanced powerful nodes, featuring WiFi, mmWave and LTE support. A brief description of this 
testbed is presented in section 2.1.1, as well as detailed descriptions of several key components they use, like 
the wireless interfaces and the OpenFlow switches. 

2.1.1 NITOS indoor (RF isolated) testbed 

The NITOS indoor testbed consists of 50 Icarus nodes and is deployed in an isolated environment at one of 
the University of Thessaly's campus building. Experimenters are able to run and evaluate power demanding 
processing algorithms and protocols in a large-scale testbed. 

Icarus Node 

Icarus nodes have been developed by UTH. They are equipped with 802.11a/b/g and 802.11a/b/g/n wireless 
interfaces and feature new generation Intel 4-core CPUs and new generation solid state drives. Figure 2-1 
illustrates the Icarus node and more details about its specification can be found in Table 2-1. 

 

Figure 2-1: Icarus Node. 

Table 2-1: Icarus nodesô specifications. 

Component Description 

Motherboard 2 Gigabit Ethernet interfaces and 2 wireless interfaces 

CPU Intel Core i7-2600 Processor, 8M Cache at 3.40 GHz 

RAM 4G HYPERX BLU DDR3 

Wireless interfaces 
Atheros 802/11 a/b/g & Atheros 802.11 a/b/g/n (MIMO), Huawei E3372 LTE 

dongles, USRP B210 Software Defined Radio (SDR) devices 

Storage Solid State Drive (SSD) 

Power supply 350 Watt mini-ATX 

Antennas 
Multi-band 5 dBi, operates both on 2.4 GHz & 5 GHz.  

Quad-band 4dBi antennas on the SDR nodes 

Pigtails High quality pigtails (UFL to RP-SMA) 
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Server machine 

The NITOS indoor testbed is provided through a portal server machine, illustrated in Figure 2-2. It is an HP 
ML350p G5, more details about its specification can be found in Table 2-2. 

 

Figure 2-2: NITOS indoor testbed's server machine. 

Table 2-2: NITOS indoor testbedôs server specifications. 

Component Description 

Processor Intel Xeon E5-2609(4 core, 2,40 GHz) 

Memory 8 GB (2 x 4 GB) 

Hard Drive 2 x 500 GB SATA HDD 7200 rpm 

Network Controller 1Gb 331i Ethernet Adapther 4 ports per Controller 

Storage Controller Smart Array P420i/ 5120 MB FBWC 

Power Supply 460W power supply 

2.1.2 OpenFlow Switches 

NITOS indoor testbed operates two HP 3800 OpenFlow switches depicted in Figure 2-3, which interconnect 
the Icarus nodes of the NITOS indoor testbed through a wired OpenFlow network. Each Icarus node has one 
of its Ethernet interfaces connected to the OpenFlow switch, which is also connected with the server machine, 
mentioned above. The OpenFlow controllers of these switches can be located at the server machine, where a 
variety of OpenFlow controller frameworks have been installed, such as POX, Trema, Ryu, etc. 

 

Figure 2-3: NITOS indoor testbedôs OpenFlow switch. 

2.1.3 Wireless interfaces 

NITOS uses several WiFi interfaces in order to provide many capabilities to NITOS users. Each WiFi interface 
has unique characteristics since it operates with different drivers and supports different features. To this end, 
UTH has acquired and equipped NITOS with the most practical and advantageous WiFi interfaces, capable to 
operate with open-source drivers. Bellow we list the three types that are supported for experimentation from 
NITOS users. 

Wistron CM9 ï Atheros AR5213A chip 

CM9 [1], shown in Figure 2-4, is an IEEE802.11a/b/g 108 Mb/s WiFi mini-pci module in type IIIB. Built on 
Atheros® AR5213A chipset, CM9 is designed to IEEE802.11a/b/g standards, is compatible with all 
IEEE802.11b/g and IEEE802.11a WLAN and is ideally suited for integration in a wide range of OEM devices. 
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CM-9 runs with the MadWifi [2] driver as well as with the MadWifi-old [3] driver, which supports special features 
such as the support of the Click modular router. 

 

Figure 2-4: Wistron CM9. 

 

Figure 2-5: Atheros 9380. 

 

Atheros AR9380 

Atheros offers the industry's most innovative and complete portfolio of 802.11n wireless LAN chip solutions. 
This generation of Atherosô XSPAN 802.11n technology builds upon the companyôs XSPAN leadership, with 
enhanced performance, higher integration, smaller form factors and lower overall cost, to meet the needs of 
the rapidly growing 802.11n market. 

AR9380 [4], shown in Figure 2-5, is the single-chip, dual-band (2.4 / 5 GHz), 3-stream 11n solution with PCIe 
interface. It packs the breakthrough Signal Sustain Technology 3 (SST3) technology that enhances the rate-
over-range (RoR) performance. SST3 is a set of advanced technologies and features enabled by 802.11n 
including LDPC, TxBF and MLD. This interface runs the Atheros ath9k driver, which is included in the open-
source compat-wireless drivers [4]. It is installed in Grid nodes of NITOS testbed with 3 multi-bands antennas, 
in the mini-pcie slot of the Commell motherboards. 

2.1.4 mmWave nodes in NITOS 

Within the framework of 5G-XHaul, six mmWave nodes from Blu Wireless Technology (BWT) have been 
deployed at the NITOS indoor testbed. The nodes have been installed at the same level than the NITOS nodes, 
in the topology depicted in Figure 2-6. 

 

Figure 2-6: BWT nodes topology in NITOS indoor testbed. 

Figure 2-7 shows some snapshots taken during the deployment of the BWT nodes at the NITOS indoor 
testbed. 
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Figure 2-7: Deployment of BWT nodes at NITOS indoor testbed. 

 

Figure 2-8: Network topology of mmWave nodes. 

Each BWT node has a Power over Ethernet (PoE) interface that is connected to an HPE 1920 PoE switch, 
that is also connected to the HP 3800 OpenFlow switch (described before in section 2.1.2), as it is depicted in 
Figure 2-8. The PoE switch has been sliced with use of the VLAN technology into 6 separated broadcast 
domains, so that BWT nodes cannot see each other through the PoE switch. If two BWT nodes ping each 
other through their Ethernet interfaces, the ping packets will go through the controlled OpenFlow switch. The 
reason for this deployment is that BWT nodes may have bridged their PoE and wireless interfaces, which could 
easily produce a switching loop, if the wireless interfaces of the two nodes are configured to see each other 
and their Ethernet interfaces were into the same broadcast domain through the PoE switch. On the other hand, 
the SDN control offered by the OpenFlow switch and the BWT virtual bridges enables the loop-free 
management of the network traffic. Each BWT node has its own static IP address and hostname, mmWave1 
to mmWave6. 

2.1.5 LTE infrastructure in NITOS 

NITOS testbed is providing a small-scale LTE network, similar to an operatorôs network. Two femtocells are 
installed in the testbed, whereas a commercial Evolved Packet Core (EPC) is installed at a dedicated server 
of the testbed. A complete list of the features of the LTE equipment is provided in Table 2-3. The LTE femtocells 
in NITOS make use of a programmable attenuator at each antenna output, allowing the configuration of the 
attenuation level at each antenna separately by the experimenter. Figure 2-10 shows the attenuators installed 
at one of the femtocells, and shows the mobility emulation platform; through this platform, the experimenters 
can replicate a real pattern of series of Received Signal Strength Indicator (RSSI), Reference Signal Received 
Power (RSRP) and Reference Signal Received Quality (RSRQ) on each node of the testbed, extracted from 
a real trajectory in the city of Volos. 

OpenFlow switch 

PoE 
switch 
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Table 2-3: LTE Equipment in NITOS. 

Component Description 

LTE femtocells ip.access 245F 

Supported Bands FDD Band 7, FDD Band 13 

MIMO mode 2x2 MIMO 

Method of configuration Broadband Forum TR-169 

Core Network SiRRAN Communications LTEnet 

Release Compatibility Release 10 

Method of Configuration Web Interface & JSON API 

User Equipment Huawei E3372s-153 

Category Cat 4: 150Mb/s DL, 50 Mb/s UL 

Supported Bands 4G (LTE) Frequency Band 1/3/7/8/20 (800/900/1800/2100/2600 MHz) 

Method of Configuration AT Commands / Web interface 

 

Figure 2-9: Femtocell installed in NITOS with programmable attenuators, and mobility emulation 
platform (right). 

2.1.6 NITOS indoor testbed architecture 

In this section, the network architecture of the NITOS indoor testbed is described, as illustrated in Figure 2-10. 
Two Gigabit (non-OpenFlow) Ethernet switches interconnect the nodes with NITOS Indoor server. The one is 
the Control switch that provides for control of experiment execution and measurement collection, and the other 
is the Chassis Manager (CM) switch that is dedicated in controlling the operational status of the nodes through 
their CM cards, which are attached on each node. The Experimental switch depicted in Figure 2-10 abstractly 
represents the two OpenFlow switches described before. 

 
Figure 2-10: NITOS indoor testbed network architecture. 
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Figure 2-11: NITOS facility architecture. 

The overall architecture of the NITOS facility is shown in Figure 2-11. 

2.1.7 NITOS software 

The control and management of the testbed is done using the cOntrol and Management Framework (OMF) [5] 
open-source software. Users can perform their experiments by reserving slices (nodes, frequency spectrum) 
of the testbed through the NITOS Scheduler that together with OMF framework, support ease of use for 
experimentation and code development. In this section follows a detailed description of the basic software 
tools utilised by UTH in NITOS testbed. 

cOntrol and Management Framework - OMF 

The management of several heterogeneous resources is a significant issue for a testbed operator. The 
wireless testbeds of OpenLab are putting all their resources under a common management framework called 
OMF for effective management and control. OMF was initially developed in ORBIT by Winlab [6], and currently 
its development is being led by NICTA along with the contributions of other institutions like Winlab and UTH. 

NICTA released a major update in OMF migrating from version 5.4 to version 6, which introduced radical 
changes in the architecture and philosophy of the framework. The main concept of the new architecture is that 
everything is being treated as a resource and for every resource there is a dedicated resource controller 
responsible for controlling it. OMF 6 moves towards to an architecture which incorporates loosely connected 
entities, that communicate with a ñpublish-subscribeò mechanism by exchanging messages that have been 
standardised. 

In overall, OMF 6 aims to define the communication protocol between all the entities rather than their specific 
implementation. The messages of this communication protocol that are being exchanged are defined in the 
Federated Resource Control Protocol (FRCP). This novel protocol defines the syntax of the messages, but not 
the semantics that are subject to the different implementations concerning the various kinds of resources.  
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Figure 2-12: OMF 6 Architecture. 

The architectural components of OMF 6 can be seen in Figure 2-12, where several RCs are deployed and an 
experimenter using an EC communicates with the support of Openfire XMPP server. The true power of OMFôs 
new version comes from the capability to easily introduce new resources that are currently not supported by 
the existing resource controllers. If someone brings a new resource to the community, then he is free to develop 
an RC responsible for controlling the new resource and share it with the community. This way, OMF can be 
maintainable and being extended by its users, according to their needs and their different use cases. 

NITOS Scheduler 

Another tool responsible for managing the testbedôs resources is the NITOS Scheduler developed by UTH. It 
is developed in the spirit of serving as many users as possible without any complicated procedures and relies 
its functionality on the OMF architecture. NITOS resources, namely nodes and channels, are associated with 
the corresponding slice during the reserved time slots, in order to enable the user of the slice to execute an 
experiment. UTH has enabled spectrum slicing support in NITOS, meaning that various users may use the 
testbed at the same time, without interfering with each other, since each one of them is using different 
spectrum. 

As depicted in Figure 2-13, the wireless nodes and the spectrum channels that a user is going to use are 
declared during the reservation process and the scheduler does not allow for a user to choose any other 
resource during the execution of his/her experiment. 

 

Figure 2-13: NITOS Scheduler user interface. 
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2.2 Demo and Experiment Scenarios Description 

2.2.1 5G-PICTURE orchestration of VNFs in the testbed 

The NITOS testbed is hosting an Open Source MANO (OSM) installation for managing the testbed 
components, using the nodes of the testbed as the compute nodes. OSM is an NFV-MANO compliant 
orchestrator. The NFV-MANO architecture is providing the necessary abstractions of the underlying hardware 
equipment, and concentrates only on the orchestration, provisioning and cross- interaction of the deployed 
functions, taking care of all the low level configurations for setting up end-to-end paths between the functions. 
Nevertheless, NFV-MANO is mainly addressing datacentre (DC) resources, with the networking being 
programmed through the SDN concept, whereas services are deployed using either virtual machines or 
lightweight containers. This approach can extend to generic networking devices (e.g. like the ones that are 
present in NITOS testbed) as long as they are organised in a distributed fashion, which includes other 
technologies (such as wireless) that are not currently addressed by SDN through production grade SW. 

Nevertheless, the heterogeneous wireless technologies that exist in the testbed (e.g. mmWave, LTE, WiFi) 
are not inherently supported by OSM. To this aim, the VIM instance that is installed in NITOS testbed is using 
an updated syntax for the VDU components of the Virtual Network Functions (VNFs), supporting the 
configuration of the wireless interfaces of the nodes. These interfaces are subsequently bridged with the actual 
interfaces that are used in the provisioned VNFs. Using this approach, the experimenters are able to access 
the testbed by using only OSM and depicting the interconnection of the VNFs, even in the wireless domain. 
To this aim, the NITOS VIM instance is able to consume VNF Descriptors (VNFDs) that are augmented with 
configuration parameters for wireless networks as well. The following figures present the VNFDs supporting 
configuration of the WiFi and LTE networks of the testbed. 

 

Figure 2-14: NITOS VNFDs for empty VNFs with an experimental LTE link (left), WiFi in AP 
configuration (middle) and WiFi station mode (right). 

Based on the available tools that are operating in NITOS, the projectôs VNFs will be able to be hosted over the 
testbed. The VNFs will be able to be instantiated on top of the NITOS nodes, depending on their network 
configuration. Qemu will be used as the hypervisor installed on the NITOS nodes, aiming at a setup as shown 
in the Figure below. Depending on the network configuration by the experimenter, the data plane of the VNF 
will be either routed or bridged with the respective networking interface. 
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Figure 2-15: VNF provisioning on top of NITOS nodes. 

The NITOS configuration of VNFs supports the following features: 

¶ Each testbed node is a compute node. Three DCs are available, depending on the different equipment 
as follows: 

o LTE DC, including all the nodes with LTE connectivity. 
o SDR DC, with the nodes equipped with USRP devices. 
o Generic DC, including all the nodes with WiFi and mmWave connectivity. 

¶ Each node can use one of the two physical Ethernet interfaces for its control (mgmt. interface). 

¶ New network configurations to support connection to the physical network interfaces of either LTE, 
WiFi or mmWave technologies. 

¶ Upon reception of a VNF configuration requiring the setup of an LTE network or a WiFi AP, calls are 
made to testbed dedicated services for configuring either the LTE infrastructure network (base stations 
and Core Network), the WiFi APs or the mmWave nodes. 

¶ Virtual Deployment Units (VDUs) are able to be provisioned regarding the LTE UEs with guarantees 
on the maximum achievable aggregate bandwidth on UL and DL per each client, WiFi Access Point 
VDUs per each physical virtual access point provisioned through the Virtual Access Point functionality 
of the drivers used in the testbed, and WiFi station VDUs. 

2.2.2 5G-PICTURE Orchestration and control of wireless transport technologies to support 
functional splits. 

This demonstration will illustrate the implementation of functional splits as VNFs orchestrated and 
automatically deployed by the 5G-PICTURE OS and the impact of heterogeneous wireless transport 
technologies in NITOS with setups as the one shown below. 

 

Figure 2-16: Experiment Setup in NITOS. 

The experiment will be developed around the following units:  

VNF VNF VNF

Baseline Host 
Image

Physical Intf (wlan/
wwan/mmWave)

Libvirt bridge / 
iptables
















































































