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Executive Summary 

This document corresponds to deliverable D3.1, ñInitial report on Data Plane Programmability and infrastruc-
ture componentsò of the H2020 5G-PICTURE project. The deliverable provides the description of the platforms 
for data plane programmability and the initial specification of the interfaces, programming models, and hard-
ware abstractions that will be developed during the course of the project. 

Several solutions for data plane programmability, dealing with the design and implementation of programming 
platforms for both fronthaul/signal processing and backhaul/packet processing are presented together with the 
relevant exposed methods to abstract the underlying platforms. Finally, the deliverable reports the study on 
infrastructure components and multi-protocol/multi-PHY interfacing technologies. 

A more precise and definitive detailed architectural description of the programmable platforms will be provided 
in deliverable D3.2, with due date November 2018. 
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Introduction 

Network nodes (being wired switches, radio stations, or even end terminals) have been traditionally developed 
for extremely specific purposes: support a given and possibly small set of communication or forwarding 
needs. Indeed, innovation was (and of course still is) driven by lengthy standardization processes, devised to 
specify the behaviour and the inter-operation of the nodes and to formalize such specification into one or more 
protocols, independently implemented once for all by device vendors in closed products. This historical trend 
allowed the widespread diffusion of several network technologies providing a constant improvement of the 
network nodes performance.  

Unfortunately, networks today are extremely complex and diversified: the original Internet nodes, historically 
limited to switches and routers, have been massively complemented with a variety of heterogeneous middle-
boxes, such as network address translators, tunnelling entities, load balancers, firewalls, intrusion detection 
systems, traffic monitoring probes, etc. The networks today must be made able to promptly accommodate (in 
very different environments) very diverse end points, from handheld devices to sensors and actuators inte-
grated into physical objects (the so-called "Internet of Things"), and are called to sustain a dramatic evolution 
not only in terms of scale ("big data"), but also in terms of complexity and diversity in their traffic generation 
patterns and relevant requirements (human end points, machine-to-machine relations, content retrieval from 
caching and replica servers, flash crowd events, etc.). 

This complex scenario makes much more difficult to maintain the above mentioned development model of 
network nodes in which they were designed to efficiently perform an extremely specific task and to support a 
well-defined set of protocols. Instead, today it is more and more important to have flexible and reconfigurable 
network nodes that are able to: i) support different sets of functionalities depending on the specific network 
location in which they are deployed; ii) dynamically change the supported set of functionalities depending on 
the network condition and/or the type of traffic/service to manage and iii) be easily upgradable if different 
service/protocols arise. On the other hand, this flexibility cannot be traded off against network performances.   

In this scenario programmable network platforms are the enabling factor that allows developing complex net-
work functionalities without compromising the performance levels achievable with fixed purpose network de-
vices. These platforms should provide several common aspects in the different network domains (dataplane, 
optical, and radio access). The programmable network platforms must provide clear programming models that 
will allow development of network functions (NFs), decoupling the definition of the function from the specific 
platform-dependent implementation. Possible programming models are for example the Domain Specific Lan-
guages (DSLs) such as P4 language for programmable dataplanes or the OpenCL language for the definition 
of digital signal processing (DSP) radio functions. Moreover, the control/data plane separation enabled by the 
use of SDN technologies that is dominating the wired network scenario can be extremely useful also in the 
radio and optical network domains. Finally, a set of hardware abstractions and/or interfaces must be developed 
to provide to the upper layers of the network management a sort of API to easily manage the configuration of 
the programmable platforms. 

This deliverable discusses the initial specification of the interfaces, programming models, and hardware ab-
stractions of the programmable network platforms that will be developed in the 5G-PICTURE project. 

Organisation of the document 

This deliverable is structured as follows: Section 1 provides a state-of-the-art review programmability of differ-
ent network technologies. This includes dataplane, optical network, and radio access network. In section 2, 
the document presents the various target hardware platforms selected by the 5G-PICTURE partners as foun-
dations for their programmable network platforms. Some of the hardware platforms are result of development 
work performed by some specific partners. The functionalities of these platforms will be enhanced and/or fur-
ther exploited for improving programmability capabilities. Some of the other hardware platforms are off-the-
shelf platform acquired by the partners. In the latter case, the platform choices are not only based on partner-
specific programmability requirements, but also on easy integration of the work done by different partners. 
Section 3 presents the initial functional definitions of the programmable platforms that are under development 
in the current phase of the project and will be finalized in deliverable D3.2. The platform programmability re-
quires a set of methodologies allowing common abstractions of the underlying hardware. Those methodolo-
gies, or simply called hardware abstractions, are presented in section 4. Section 5 illustrates the different 
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hardware technologies developed in 5G-PICTURE that provide basic building blocks of the 5G network archi-
tecture, comprising novel passive and elastic optical as well as RF and baseband (BB) processing technolo-
gies. Finally, section 6 contains the summary and conclusions. 
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1 State of The Art 

This section summarises the State-of-The-Art (SoTA) of the programmability features of different network ele-
ments composing the 5G scenario. In particular, it describes the programmability of data plane, optical network, 
and C-RAN. 

1.1 Data-plane programmability 

5G networks must efficiently and flexibly support an ever growing variety of heterogeneous middlebox-type 
functions such as network address translation, tunneling, load balancing, traffic engineering, monitoring, intru-
sion detection, etc. In the last years, the community has attempted to address the programmability of such 
network functions with two complementary approaches: Software-Defined Networking (SDN) and Network 
Function Virtualization (NFV). 

However, these approaches have so far remained disjoint. SDN has focused on the clean separation of control 
and data plane via open interfaces. It has exploited re-configurability of high performance switching hardware 
only to a very small extent (i.e. due to the limited flexibility of OpenFlow [1] as southbound interface). Con-
versely, NFV has fostered full programmability of network functions, but mainly via SW on commodity plat-
forms. Hence it is subject to performance limitations, and in general not relying on open programming inter-
faces. In this section, we first describe the SDN/OpenFlow limitations, and then we discuss the most up-to-
date research and industrial initiatives that aim to supersede these limitations. 

1.1.1 SDN/OpenFlow: limitations and extensions 

Early SDN approaches (and still most of todayôs real world deployments) rely on the relatively poorly flexible 
OpenFlow abstraction as southbound (i.e. node-level, using RFC 7426's terminology) programming interface. 
OpenFlow is perfectly suited to configure forwarding behaviours executed at wire speed in the switches, ex-
pressed as switch/router flow tables, but shows severe limitations when it comes to deploy more complex 
(e.g. stateful) flow processing and filtering functions. For this reason, most of todayôs network program-
ming frameworks circumvent OpenFlow's limitations by promoting a ñtwo-tieredò [2] programming model: any 
stateful processing intelligence of the network applications is delegated to the network controller, whereas 
OpenFlow switches are limited to install and enforce stateless packet forwarding rules delivered by the remote 
controller. This delegation of intelligence to the centralized controller thus causes performance, latency, and 
signalling overhead, which hinders the deployment of truly scalable software-implemented control plane 
tasks at wire speed, i.e. while remaining on the fast path.  

This problem is of course not new, and also well-known by the Open Networking Foundation (ONF), the body 
which standardises OpenFlow since 2011. Indeed, in the course of the OpenFlow standardisation process, we 
have witnessed a hectic evolution of the standard, but backward compatibility reasons and pragmatism have 
so far prevented OpenFlow from incorporating the flexibility necessary for implementing advanced packet pro-
cessing tasks. As a matter of fact, and up to the latest specification version 1.5 [3], several OpenFlow exten-
sions have been devised to fix punctual shortcomings and accommodate specific needs. Such evolution has 
led to the incorporation of extremely specific stateful primitives into the OpenFlow standard (such as meters 
for rate control, group ports for fast failover support or dynamic selection of one among many action buckets 
at each time - e.g. for load balancing -, synchronized tables for supporting learning-type functionalities, etc. ï 
see details in [3]). Despite such many tailored OpenFlow extensions, we are still very far from being able to 
deploy typical Middlebox appliance features in an OpenFlow switch. At the same time, another limitation of the 
OpenFlow approach is emerging. It is related to the way the header fields are defined in the OpenFlow stand-
ard. In fact, the standard explicitly defines the specific packet fields that are used as inputs for the OpenFlow 
match/action stages. Therefore, it is not possible to use a custom defined header for the matching stages. This 
limitation has been faced until now by defining a new set of fields in each revision of the standard. The first 
OpenFlow version had only 12 fields, while the OF1.5 revision defines up to 42 fields [3]. Since this approach 
was not sustainable, the proposal of a complete protocol independent packet processing has emerged [4]. 

1.1.2 Fully programmable data plane switches 

As already mentioned, even if NFV in principle addresses full programmability of network functions, it comes 
with two fundamental caveats. First, approaches proposed so far do not provide an ñopenò programming model 
for the data plane operation of the network function itself. Second, fast-path (wire speed) processing in SW for 
multi gigabit/s links, even if in principle attainable with massive multi-core parallelization and Network Interface 
Card (NIC)-level accelerations, e.g. Data Plane Development Kit (DPDK), remains extremely demanding, es-
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pecially when the design goal is to retain independence from the underlying platform. The point is that involv-
ing a CPU in packet-by-packet processing comes with an overly severe overhead (with multiple micro-
instructions frequently necessary to perform a packet-level operation that in HW could be even implemented 
within just a clock cycle). It is hardly compatible with the very tight requirements of a wire-speed/fast-path 
processing task (a 64 bytes packet takes only about 5 ns on a 100 Gb/s speed). And, to make things worse, 
software solutions cannot take advantage of dedicated HW components, such as Ternary Content-Addressa-
ble Memories (TCAMs), which can trivially solve problems like wildcard matching in O(1) complexity. As of 
now, it does not yet exists an equivalent O(1) complexity software implementation counterpart.  

For these reasons, in the last couple of years, a new research trend has started to challenge improved pro-
grammability of the data plane via domain-specific packet processing HW platforms or chipsets, which still 
attempt to expose very flexible and general programming interfaces and languages (somewhat comparable to 
CPU-based programming), but are specifically designed for packet-level processing tasks.  

Probably the most popular initiative in this fresh field is P4 [4]. The P4 initiative started from the observation 
that while in the past network switches had a fixed and well-known behaviour, today a new generation of fully 
reprogrammable high speed HW switch architectures is emerging. Representative example architectures in-
clude the reconfigurable match tables introduced in [35], the Intel FlexPipe technology [5] and, at least to some 
extent, the way more flexible header matching promoted by the Huawei Protocol Oblivious Forwarding (POF) 
initiative [6]. The P4 programming language [4] thus emerged as an attempt to programmatically describe 
the packet processing pipeline [35] via ñpacket programsò written in a high level language that can be com-
piled for different HW targets. Still, despite the current P4 hype and the significant attention that P4 has re-
ceived by the networking community, it is at least fair to say that P4 is not yet ñtheò solution to ñall possibleò 
data-plane programming needs. We specifically see at least three major open issues, which motivate (and 
give the basis of) our planned work within the 5G-PICTURE project. 

First, P4 is of course NOT a programmable switch architecture, but it is (and remains) a programming 
language which, as such, requires some underlying HW architectures (chipsets) capable of ñrunningò P4 
packet programs. Surprisingly, while P4 ñas a languageò has been dissected into full details, very little research 
has been disclosed so far on the platforms devised to support it. In the last year several industrial initiatives 
started to provide P4 compatible hardware platforms: the Barefoot TofinoTM programmable switch series has 
been presented few months ago1, the Netronome Smart NIC is able to use P4 as a programming language2, 
and also a Field Programmable Gate Array (FPGA) based board from Netcope3 has recently appeared in the 
market. The analysis and the design of novel hardware architectures able to support P4 programmability 
seems to be a novel and fast growing research activity with still many open questions. One of the scopes of 
5G-PICTURE is thus to understand how to compile P4 programs for already existing HW platforms (HW plat-
forms provided by the switch manufacturers involved in 5G-PICTURE), and, complementarily, (ii) how to ex-
tend current HW to support P4 packet programs. A second, and perhaps even more fundamental question, 
relates to thoroughly understanding if there are limitations in how P4 permits to describe some subset 
of wire-speed flow/packet processing tasks and, if this is the case, how to extend P4 capabilities ï or 
identify novel approaches ï to cover such gaps. It is a fact that P4 was initially devised with ñonlyò packet-
level processing tasks in mind, i.e. processing tasks which take as input a given packet and process it (and 
forward it) on the basis of information associated with the packet itself (e.g. packet structure). Stateful pro-
cessing was thus initially restricted to ñpacket-level statesò (e.g. states specified while parsing an individual 
packet), opposed to ñflow-level statesò, i.e. states which persist (and which are updated) across subsequent 
packets of the same flow. With version 1.0.2 [7], the P4 specification has made a further initial step in sup-
porting per-flow stateful processing by introducing registers defined as stateful memories, which can be 
used in a more general way to keep state. However, these stateful constructs seem to be sort of a ñside-patchò 
to P4 (opposed to a native fundamental feature) whose support is mandated to the actual target platform. 
Indeed, the P4 language does not natively provide means to address and fetch registries (or counters) or 
means to associate registries with flows without incurring in access collisions4. Rather, as explicitly stated in 

                                                      
1 https://www.barefootnetworks.com/products/brief-tofino/ 

2 https://www.netronome.com/technology/p4/ 

3 https://www.netcope.com/en/products/netcopep4 

4 The technical underlying problem is how to persistently associate a register to a flow. Without any dedicated primitive or data structure 
providing such an association, most P4 algorithms circumvent such problem by exploiting an Hash-value generator, provided as P4 
language primitive, which associates an integer value to any arbitrary bitstring (e.g. a flow name). Such an associated integer can be then 

https://www.barefootnetworks.com/products/brief-tofino/
https://www.netronome.com/technology/p4/
https://www.netcope.com/en/products/netcopep4
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the latest language specification [8], stateful constructs such as counters and meters are represented using 
external objects and must be explicitly supported by the target and allocated at compilation-time through a 
process called ñinstantiationò. To address such shortcomings, 5G-PICTURE is specifically focusing on innova-
tive abstractions for describing stateful flow processing, and on the design of the underlying architectures 
devised to support such abstractions as will be discussed in section 3.3. 

1.2 Optical Network Programmability 

The optical network becomes more and more dynamic in its architecture and requires frequent network re-
configurations. Dynamic optical networks require all kinds of visibility into application data types, traffic flows, 
and end-to-end connections [9]. In addition to the dynamic optical network, the optical network needs to adopt 
programmability to address the very diverse and high bandwidth connectivity requirements of the 5G network. 
Optical network programmability will be based on active and elastic technologies. In terms of active technolo-
gies, current commercially available solutions perform optical switching supporting wavelength switching granular-
ity. However, given the very diverse requirements of operational and end-user services in the context of 5G, there 
is a need for new approaches, deploying more dynamic and flexible solutions to offer higher granularity at the sub-
wavelength level and more elasticity in the optical domain. In view of these new requirements, an elastic frame-
based WDM active solution in combination with a passive optical network (PON) is proposed. The active optical 
network solution proposed by 5G-PICTURE is referred to as Time Shared Optical Network (TSON ) [12] that pro-
vides variable sub-wavelength switching granularity and the ability to dynamically allocate optical bandwidth in an 
elastic way, while low-cost point-to-point connections with limited flexibility (e.g. between the edge network and 
remote cells) can be also supported through passive Dense Wavelength Division Multiplexing (DWDM) networks ï 
WDM Passive Optical Networks (WDM-PONs). The elastic optical network discussed in section 5.2 can be en-
abled by the adoption of a flexible channel grid and programmable transceivers [10][11]. This is especially 
interesting in the context of supporting greatly varying transport services ï both fronthaul (FH) and backhaul 
(BH) ï for the RAN in 5G networks. Furthermore, optimizing the utilization of the available optical bandwidth 
can increase the optical capacity. Dynamic bandwidth provisioning helps to the overall network spectral effi-
ciency. To enable flexible grid elastic optical networks, two key technologies are required: (1) flexible grid 
wavelength selective switches or spectrum selective switches which support high bandwidth granularity; (2) 
elastic transponders with variable data rate (corresponding to the occupied optical spectrum) and adaptable 
modulation format. 5G-PICTURE focuses on next-generation elastic optical networks to support 5G traffic 
requirements including research on switching nodes with enhanced flexibility and software-programmable 
transceivers that are integrated through a control plane in support of optical network programmability. 

1.3 C-RAN programmability 

The monolithic RAN programmability is mainly enabled by applying software-defined networking principles into 
RAN, i.e. SD-RAN, for decoupling the control plane (CP) from the data plane processing. Several works dis-
cuss the level of centralization of CP functionalities. A fully centralized architecture is proposed in OpenRAN 
[13] and SoftAir [14]. It will face the challenge of real-time control under the inherent delay between the cen-
tralized controller and distributed RANs. While the SoftRAN [15] architecture statically refactors the control 
functions into centralized and distributed ones based on the time criticality and central view requirement, the 
SoftMobile approach [16] further abstracts the CP in different network layers based on their functionalities to 
form the network graphs, and performs control functionalities through the Application Programming Interface 
(API). As for the data plane programmability and modularity, the OpenRadio [17] and PRAN [18] are pioneered 
to decompose the overall processing into several functionalities that can be chained. The blueprint proposed 
as RadioVisor in [19] aims to isolate the control channel messages, elementary resources like CPU and radio 
resource to provide customized service for each slice. The FlexRAN platform [20] realizes an SD-RAN platform 
and implements a custom RAN south-bound API through which programmable control logic can be enforced 
with different levels of centralization, either by the controller or RAN agent. 

Evolving from a monolithic RAN towards disaggregated modules, the Cloud RAN (C-RAN) vision [21] aims to 
distribute the radio access network functions from a monolithic base station (BS) among distributed entities, 

                                                      
used to reference a register. However, this is a ñpatchò which may not satisfy the need of processing tasks which deploy several flow 
states (in principle up to even one state per each active flow, with the number of flows possibly being in the order of millions!). In fact, P4 
does not provide any native mean to handle hash collisions (which are exacerbated by the relatively small number of registers available 
in the underlying hardware ï hence the need to rely on small-domain hash digests). As such either the programmer develops her own 
collision handling means, hence most likely losing the O(1) property of the pipelined processing and making its application infeasible at 
wire-speed, or she needs to live with hash collisions which may severely impair the semantics of the developed flow processing task. 
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i.e. radio unit (RU), distributed unit (DU), and centralized unit (CU) as mentioned in Deliverable D4.1 [22]. The 
RAN functionalities are segmented based on the applied functional splits between entities, for instance the 
split option 1 to option 8 surveyed by 3GPP [23]. Such function distribution enables the flexibility in the future 
ultra-dense RAN deployment, i.e., densification at the remote RU level while centralize the corresponding DU 
and CU in the cloud infrastructures. Further, C-RAN retains the beneýts of centralization to enable a coordi-
nated and cooperative processing at both DU and CU levels. Nevertheless, the programmability of such C-
RAN vision is more challenging as the relation between CN, DU, and RU follows the 1:N:M manner, and thus 
the remote network functions shall be controlled and managed centrally to properly maintain the end-to-end 
RAN service. For instance, when applying real-time beamforming and combining operation at the DU in its 
physical layer, the different FH transportation delay between a single DU to the corresponding RUs may impact 
the perceived performance. 

Further, the chaining of RAN functions among distributed entities shall meet the latency constraint inherent of 
the underlying radio access technologies (RATs). For instance, in an LTE system of frequency division duplex-
ing (FDD) mode, the Hybrid Automatic Repeat Request (HARQ) round trip time is 8 millisecond, and the dead-
line shall be met in the two examples shown in Figure 1, with downlink and uplink direction, respectively. In 
[24], the processing time of FFT, (de)modulation, and (de)coding among different virtualization technologies 
like virtual machines (e.g., KVM) or containers (e.g., Docker) is measured and modelled based on the experi-
ments conducted in the OpenAirInterface (OAI) platform. Based on such modelling, several works aim to con-
duct the dynamic resource provisioning to enable C-RAN programmability. The authors of [25] provide an 
algorithm to dynamically select active RUs and virtual machines to DUs for energy efficiency improvement. In 
[26], the parallelization of centralized functions (i.e., DU/CU) is surveyed and the different schedulers for exe-
cuting jobs over available cores are provided. 

Besides, in order to support multiple services in the RAN domain, the disaggregated RAN will be able to sup-
port the customized network function for each of the instantiated slices. For instance, a service may request a 
hardware-based accelerator for the channel decoder and a dedicated radio resource scheduling to enable the 
low-latency communications, whereas another service may only require certain level of performance guaran-
tee (i.e., good-put) without any customization (e.g., over-the-top providers). In this sense, such a chain can be 
composed horizontally between aforementioned RAN entities (i.e., RU, DU and CU), and/or vertically when 
customized control/data plane processing is required to create the slice tailored to the service requirements. 

 

(a) DL HARQ timing. 

 

(b) UL HARQ timing. 

Figure 1: FDD LTE timing. 
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Figure 2 shows the input/output forwarding path between CU, DU, and RU to compose the three slice-specific 
user plane processing chain with 3GPP function splits, option 2 between CU and DU, and option 6 between 
DU and RU. For slice 1, it first customizes the network functions of Service Data Adaptation Protocol (SDAP) 
and Packet Data Convergence Protocol (PDCP) at CU, then also customizes the Radio Link Control (RLC) 
and Medium Access Control (MAC) functions at DU, while utilizing the shared Physical (PHY) layer function at 
RU. By contrast, slice 2 only customizes the PDCP and RLC at CU, and slice 3 utilizes all shared function 
without customization. Such data plane forwarding can rely on the match-action abstraction following the SDN 
principles to establish the input/output forwarding path between the shared and dedicated network functions 
as mentioned in [27]. Note that forwarding plane is introduced here to compose the input and output data 
stream for a þexible processing pipeline composition. To this end, the C-RAN will further evolve to provide a 
multi-service environment towards the service-oriented RAN (SO-RAN) architecture. 

 

Figure 2: User data plane forwarding path in disaggregated RAN. 

Contrary to the traditional networks, where BBUs and analogue front ends are co-located, C-RAN has been 
proposed as a progressive architecture with the notion of reducing the Capital Expenditure (CAPEX) and OP-
erational Expenditure (OPEX) as well as providing simple repair and maintenance, and easy system upgrades. 
In C-RAN there is a centralized processing, whereby multiple BBUs are placed at a single centralized location. 
This centralization helps to reduce power consumption and enables efficient use of hardware utilization with 
the help of resource sharing and network function virtualization. 

Most of the communication functionalities in the BBU pool are implemented either fully or partially in a virtual-
ized environment hosted over General Purpose Processors (GPPs) [29]. In this project, we are interested in 
understanding the computational effort involved in carrying out ósplit baseband processingô by evaluating which 
baseband functionalities can be carried out with low cost GPPs and which require dedicated hardware such 
as ASICs. In addition, we aim to study the potential gains of pooling the hardware resources at a centralized 
location as opposed to the conventional approach of having dedicated hardware at each BS. The term split 
based processing refers to the notion of splitting signal processing functionalities between the remote unit and 
BBU, which lead to different functional splits. 

It is very important to understand the CPU utilization of BBU to design efficient resource sharing and proper 
allocation of appropriate schemes [29]. The total processing time will depend on various signal processing 
functionalities such as modulation, demodulation, coding and decoding, FFT/IFFT, etc., and the computing 
resources are spent and dependent mainly on these functionalities. 

The CPU utilization is related with throughput of the access link and throughput itself will depend for example 
on MCS scheme, number of PRBs used. In [29], the authors have shown the percentage of CPU utilization 
can be approximated as a linear increasing function of the DL throughput as  

#05 Ϸ ὧẗɲ ὧ, 

where ὧ and ὧ are constants and  ɲis the throughput measured in Mbps. The values of these constants are 
calculated in [29] assuming full centralization. However, their values will be different for the different functional 
split being considered, and the choice of proper split depends on the specific requirement and use cases. 
Furthermore, the choice of a proper model such as the linear model as in [29] or the nonlinear model as in [31] 
should be thoroughly investigated and validated. 
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The authors in [31] have provided a nonlinear model to calculate the computational resource effort in giga 

operations per second (GOPS), ὖȟ required to serve UE ό at time t 

ὖȟ ὃȟ ὃȟ
ȟὅȟὒȟ ẗὙȟ, 

where ὃ is the number of used antennas at BS, ὓ the modulation bits, ὅ the code rate, ὒ the number of spatial 
MIMO layers, and Ὑ the number of physical resource blocks (PRBs), each as allocated to UE ό at time ὸ. 

However, the choice of constants, functional split and nonlinear dependency needs to be validated with the 
real software implementation. In [32], the authors have used more complex models for power modeling of the 
host CPU for both uplink and downlink, where they provided complexity in GOPS for different components 
such as digital pre-distortion, filtering, CPRI, OFDM, Frequency domain (FD) linear, FD non-linear, FEC. The 
results presented in [32] are reported in Figure 4. Moreover, due to centralized processing and coordination, 
the computational complexity involved in acquiring large size channel state information will increase signifi-
cantly. In [30], the authors have proposed novel approaches in order to reduce the computational complexity 
in acquiring the channel state information. 

Figure 3 shows an example plot of computational complexity dependency on downlink throughput with BS 
equipped with eight antennas serving different number of users. As can be seen from this figure, the compu-
tational complexity increases linearly with the downlink throughput. 

 

Figure 3: An exemplary plot of computational complexity in GOPS verses downlink throughput for 

different user certain time ◄. 

 

Figure 4: An exemplary plot showing computational complexity in GOPS in UL and DL for different 
components of macro cell site. 
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2 Description of Selected Platforms 

The development of programmable network platforms requires the use of specific HW platforms as technology 
target to actually implement and validate them. In this section we present the set of platforms that has been 
selected by the different partner for deploying the programmable platform. Some of these HW platforms are 
developed by the consortium members themselves and their functionalities are enhanced and/or exploited to 
improve the programmability of the programmable network platforms. Other HW platforms have been selected 
and acquired by the partners. Those platforms have been chosen not only to develop the partner specific 
programmability functionalities but also bearing in mind the integration (if applicable, depending on the use 
case they are intended to contribute to) of the work done by different partners. For example, most of the FPGA 
based development board will use the same FPGA manufacturer (Xilinx) and some of them will exploit the 
same Xilinx IP ecosystem (based on the AXI-4 protocol as internal interconnection bus among different hard-
ware IPs). This can enable an easy integration between the specific hardware blocks developed by different 
partners. 

2.1 VC709 Platform 

The VC709 is a FPGA platform developed by Xilinx for high-bandwidth and high-performance applications. In 
5G-PICTURE is used by University of Bristol to implement the TSON node described in section 3.1. 

The VC709 FPGA card is capable of 40 Gb/s using Xilinx Virtex-7 FPGAs. The card can be installed in a test 
server into a PCIe slot to enable communication between the server and card. The VC709 has a FPGA Mez-
zanine Card (FMC) connector that allows to extend the capability of the bandwidth of the system. Figure 5 is 
a photo that shows the VC709 card with a FMC card having four 10G SFP+ ports. Therefore, the VC709 card 
in Figure 5 can increase the total bandwidth from 40G to 80G. Also, we can integrate the VC709 with a FMC 
card supporting 40G QSFP+ ports. In this case, the four 10G SFP+ data stream can be aggregated in 40G 
data stream in the FPGA. The aggregated data stream is forwarded into the 40G QSFP+ port on the FMC 
card. The programmable hardware platform allows developers to implement high performance network func-
tion in FPGA such as switch, router, and NIC.  

The main features of the VC709 card are similar to an Open Source Hardware platform named NetFPGA-
SUME. Therefore, the functions and libraries available from the Open Source Hardware platform can be ported 
into the VC709 platform. Main features of the VC709 are listed below: 

¶ Virtex-7 VX690T FPGA. 

¶ Four-port 10G SFP+ for 40 Gb/s high performance networking applications. 

¶ Memory interface with 2x 4GB DDR3 SODIMM Memory. 

¶ Enabling serial connectivity with SMA pairs, and UART. 

¶ Expand I/O with FMC interface. 

¶ PCI Express Gen3 x8 supporting 8 Gb/s/Lane. 

 

Figure 5: VC709 with 4x 10G SFP+ FMC card. 
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Figure 6: A block diagram of server test machine with the FPGA platform and the FMC card. 

In Figure 6 a block diagram of a test server machine equipped with the VC709 FPGA platform incorporating 
the FMC card is illustrated. In the server, a dual-port 10G NIC card is also installed to connect a SDN controller 
to receive and send messages for the hardware configuration through the agent. The FPGA card in the test 
server machine can be programmed with a binary containing programmable hardware functions. The interac-
tion between the FPGA card and the test server occurs through a register API as well as through a DMA 
engine, using a kernel-space driver. While the DMA engine is exposed in the server OS as a network interface 
that allows data-plane packet interception and injection, the register API is used to configure the hardware 
modules implemented in FPGAs, for example to install new rules and policies for routing and forwarding in-
gress packets. 

2.2 NetFPGA-SUME 

The NetFPGA SUME is an FPGA-based PCI Express board with I/O capabilities for 10 and 100 Gb/s operation, 
an x8 gen3 PCIe adapter card incorporating Xilinxôs Virtex-7 690T FPGA. It can be used as NIC, multiport 
switch, firewall, test/measurement environment. CNIT is using the NetFPGA as target device for developing 
the prototypes of the OPP (Open Packet Processor) and PMP (Packet Manipulator Processor) components.  
The main characteristics of the device are listed below: 

¶ FPGA Logic Xilinx Virtex-7 690T. 

o 693,120 logic cells. 

o 52,920 Kbit block RAM. 

o Up to 10,888 Kbit distributed RAM. 

o 30 GTH (up to 13.1Gb/s) Transceivers. 

o 4x10-Gigabit Ethernet networking ports. 

o Connector block to 4 external SFP+ ports. 

¶ Memories 

o Three parallel banks of 72 MBit QDRII+ memories working at 500 MHz. 

o Two replaceable DDR3-SoDIMM modules, 933 MHz clock (1866 MT/s) for a total capacity of 

8 GBytes. 

¶ Third generation PCI Express interface, 8 Gb/s/lane, 8 lanes (x8). 

¶ Expansion Interfaces: 

o Fully compliant VITA-57 FMC HPC connector. 

o Digilent Peripheral Module (PMOD) expansion connector. 
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A Detailed description of the NetFPGA SUME is available here at the product webpage5. 

2.3 Mellanox SpectrumÊ Ethernet Switch 

Mellanox will use their Mellanox SpectrumÊ Ethernet Switch as target platform for the development of the P4 
compiler for programmable dataplanes. The development of a P4 compiler for this platform will enable end-
user to fully exploit the high programmability of such device with very limited design effort and without the need 
for Mellanox to expose the microarchitectural details of the ASIC switch chip. 

The Mellanox SpectrumÊ is a 10/25/40/50 and 100Gb/s Ethernet Switch solutions fully programmable and 
SDN-Optimized that enable efficient data centres fabrics. It provides the most efficient performing server and 
storage system Ethernet interconnect solution for Enterprise Data Centres, Cloud Computing, Web 2.0, Data 
Analytics, Deep Learning, High-Performance, and embedded environments. Spectrum, the eighth generation 
of switching IC family from Mellanox, delivers leading Ethernet performance, efficiency and throughput, low-
latency and scalability and programmability for data centre Ethernet networks by integrating advanced net-
working functionality for Ethernet fabrics. The main characteristics of the device are listed below:  

¶ Industry leading, true cut through latency. 

¶ Forwarding database sized for hyperscale. 

¶ Optimized for SDN. 

¶ Dynamically shared, flexible packet buffering. 

¶ Flexible and programmable pipeline. 

¶ Comprehensive overlay and tunneling support including VXLAN, NVGRE, Geneve and MPLS. 

¶ Data Center Bridging (DCB) supporting PFC, DCBX, ETS protocols. 

¶ Advanced load balancing. 

¶ Advanced congestion management, Explicit Congestion Notification (ECN). 

¶ Advanced PTP support. 

¶ Flexible Port Configurations: 

o Up to 32 40/56/100GbE Ports. 

o Up to 64 10/20/25/50GbE Ports. 

A detailed description of the Mellanox SpectrumÊ Ethernet Switch is available at the product page6. 

2.4 Xilinx Zynq UltraScale+ MPSoC ZCU102 (OAI target) 

University of Thessaly (UTH) is involved in building a new target platform for OAI towards optimizing its oper-
ation and allowing the implementation for achieving higher bandwidths than those currently supported. Alt-
hough OAI is a pure software implementation relying only on GPPs for its operation, yet some computational 
intensive operations taking place in the physical layer (PHY) or higher (e.g. PDCP) of the platform may signif-
icantly consume more time, and thus prevent the platform from reach new levels of performance.  Examples 
of such functions are the turbo decoding procedure in PHY, or the PDCP encryption/decryption at the PDCP 
layer. To this aim, UTH team is investigating several candidate solutions in order to maximize the performance 
of the platform. One of these is the integration of the Xilinx Zynq UltraScale+ MPSoC ZCU102 platform with 
the host platform running the OAI service, and the offloading of specific intensive tasks to the FPGA. In the 
following paragraphs, we detail the platform characteristics. 

The Zynq UltraScale+ MPSoC device is equipped with a quad-core ARM Cortex-A53 and a dual-core Cortex-
R5 real-time processors. A Mali-400 MP2 graphics processing unit (GPU) based on Xilinx's 16nm FinFET+ 
programmable logic fabric is also available. The ZCU102 supports all major peripherals and interfaces enabling 
development for a wide range of applications. 

                                                      
5 https://reference.digilentinc.com/_media/sume:netfpga-sume_rm.pdf 

6 http://www.mellanox.com/related-docs/prod_silicon/PB_Spectrum_Switch.pdf 

https://reference.digilentinc.com/_media/sume:netfpga-sume_rm.pdf
http://www.mellanox.com/related-docs/prod_silicon/PB_Spectrum_Switch.pdf
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Figure 7: Xilinx Zynq ZCU102 interfaces. 

Table 1 summarizes some of the key interfaces and features of the platform. 

Table 1: Key characteristics of the Xilinx Zynq ZCU102. 

Interfaces Characteristics  

Memory 

¶ PS 4GB DDR4 64-bit SODIMM w/ ECC 

¶ PL 512MB DDR4 component memory ([256 Mb x 16] devices) at 1200MHz / 2400 

Mb/s DDR 

¶ 8KB IIC EEPROM 

¶ Dual 64MB Quad SPI flash 

¶ SD card slot 

Control and IO 

¶ 6x Directional Push Buttons (5x PL, 1x PS) 

¶ DIP switches (8x PL) 

¶ PMBUS & System Controller MSP430 for power, clocks, and I2C bus switching 

¶ USB2/3 (MIO ULPI and 1 GTR) 

Expansion 
Connectors 

¶ 2x FMC-HPC connectors (16 GTH Transceivers, 64 differential user defined sig-

nals) 

¶ 2x PMOD headers 

¶ IIC 

Communication 
& Networking 

¶ RGMII communications at 10, 100, or 1000 Mb/s. Serial GMII interface-supports a 

1 Gb/s SGMII interface 

¶ 4x SFP+ cage 

¶ SMA GTH support (4x SMA Tx/Rx connectors) 

¶ UART To USB bridge 

¶ RJ45 Ethernet connector 

¶ SATA (1 x GTR) 

¶ PCIe Gen2x4 Root Port 
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Clocks 

¶ Programmable clocks 

¶ System clocks, user clocks, jitter attenuated clocks 

¶ 2x SMA MGT input clocks 

2.5 Typhoon Platform 

Blu Wireless Technology (BWT) will use its Typhoon Platform for data plane programmability investigations in 
WP3, for the investigation of virtualized synchronisation functions in WP4, as well as for the implementation of 
millimetre-wave (mmWave) testbed and demo setups in WP6, especially railway demonstrations. More spe-
cifically, BWT will use its DN101LC gigabit communication module, which is a member of the Typhoon family 
of highly programmable wireless communications modules for multi-gigabit prototype 5G infrastructure links. 

The BWT Typhoon mmWave platform (made available in 2017) comprises two dual IEEE 802.11ad wireless 
mmWave modems interconnected by a network processor (NPU). It is based on the RWM6050 chip from IDT 
Systems Inc., which includes patented silicon IP from BWT. The referred chip, in turn, consists in a single-chip 
baseband solution for mmWave wireless infrastructure applications, which integrates a dual MAC, dual PHY 
and analogue baseband front-end functions. The Typhoon module allows evaluation of the RWM6050 and is 
able to deliver up to 4 Gb/s per link at ranges of 400 metres. 

The Blu Wireless IP that is included within the Typhoon module consists in the patented HYDRA technology 
(Hybrid Defined Radio Architecture). A key feature of the HYDRA is that both the PHY and the MAC layer of 
its IEEE 802.11ad modem combine optimized hardware accelerators with programmable parallel processing. 
Namely both MAC and PHY are software-defined, which allows the performance of novel mmWave wireless 
algorithms to be explored and continuously tailored in the context of advanced research platforms. The HYDRA 
PHY DSP Modem is implemented as a SoC in 28nm LP CMOS and includes 2.6 Gs/s IQ ADC/DAC data 
convertors to support processing of 2 GHz wide radio channels as specified by the 802.11ad standard.  

The Typhoon utilises the latest integrated electronic beam steering phased array antenna, RF and baseband 
technologies and is available in various configurations, including single, dual and quad RF, with or without 
NPU support and in either the default unlicensed 60GHz standard or other licensed bands. Figure 8 presents 
the block diagram specifically of the DN101LC module that will be used in 5G-PICTURE. The RF module 
consists in a 60 GHz radio transceiver with phased array antenna comprising separate active Rx and Tx an-
tenna arrays with 12 elements each, gain of 16 dBi and Tx EIRP of over +26 dBmi. Note that the module can 
operate with an external host and a single mmWave radio-frequency integrated circuit (RFIC) device. An option 
to support larger antenna sizes to achieve increased gain is also possible. 

Lastly, the DN101LC module features an integrated Cavium CN8130 NPU, where the standard Linux network 
stack is augmented with OpenFlow and Network Configuration Protocol (NETCONF) support. Furthermore, it 
allows remote software upgrades such as the introduction of customized APIs. This provides a suitable envi-
ronment for experimentation and investigations on data plane programmability in 5G-PICTURE. 
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Figure 8: BWT Typhoon block diagram. 

 

Figure 9: ADVA FSP 150 ProVMe series. 

2.6 ProVMe 

The FSP 150 ProVMe (Figure 9) is an existing ADVA product series and open platform for Virtual Network 
function (VNF) hosting and true multi-layer business service demarcation. Besides an integrated OpenStack7-
based virtualization layer, it already offers full direct SDN-enabled configurability via standardized REST, 
NETCONF/YANG, and OpenFlow interfaces, and general Carrier Grade Ethernet Switch features like: 

¶ Layer 2 service classification according to IEEE 802.1p, 802.1Q and IP-TOS/DSCP. 

¶ Syncronisation services according to ITU-T G.8261/G.8262/G.8264 SyncE, G.8265.1/G.8275.1 PTP, 

and IEEE 1588v2. 

¶ End-to-end data encryption and IEEE 802.1X authentication services. 

In addition, it is well integrated with ADVAôs FSP Network Manager Software8, which can further act as stand-
ardized SDN mediation layer. Full ProVMe platform specifications are listed on its ADVA product page9. 

                                                      
7 https://www.openstack.org   

8 https://www.advaoptical.com/en/products/automated-network-management/fsp-network-manager  

9 https://www.advaoptical.com/en/products/packet-edge-and-aggregation/edge-computing/fsp-150-provme-series  

https://www.openstack.org/
https://www.advaoptical.com/en/products/automated-network-management/fsp-network-manager
https://www.advaoptical.com/en/products/packet-edge-and-aggregation/edge-computing/fsp-150-provme-series













































































































